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Introduction. The article continues a series of publications on the linguistics of relations
(hereinafter referred to as R-linguistics) and is devoted to the study of the functioning of
logical connectives with verbs. The article is the first part of the discussion of internal logic,
which examines the use of logical connectives within sentences. This research involves the
formation of semantic logic, that is, logic that takes into account the semantics of
sentences.

Methodology and sources. The results obtained in the previous parts of the series are used
as research tools. To develop the necessary mathematical representations in the field of
internal logic, the previously formulated semantic concepts and operations are used.
Results and discussion. The use of logical connectives with verbs is analyzed. It is shown
that these connectives actually refer to external logic, although in some cases it is necessary
to adjust part of sentence, taking into account the semantics of the linguistic model. The
concept of semantic substitution is defined and the first rule of substitution for verbs is
formulated and justified.

Conclusion. Abandoning the traditional view of natural language logic means abandoning
logical operations and logical inference. This forces us to consider logical operations that
now take into account semantics, since they are related to the structure of the linguistic
model. Analysis of the functioning of logical connectives with verbs shows that they are
related to the linguistic model, which leads to the need for various semantic
transformations of the text when such connectives are used. In particular, the use of
logical connectives can lead to the loss of the meaning of the text. The rejection of logical
inference is compensated by the appearance of semantic substitution rules, one of which
is considered in this paper.
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JInHrBncTnyeckasa mopgesb flAaHHbIX AN1Sl eCTeCTBEHHbIX A3bIKOB
N UCKYCCTBEHHOro nHTennekTa. Yactb 7. BHyTpeHHAA normka 1

One2 Mapamoeudy lonskoe

CaHkm-lemep6ypackuli 20cyoapcmeeHHsbIl yHUBepcumem a3poKoCMU4ecko2o npubopocmpoeHus,
CaHkm-llemepbype, Poccus, road.dust.spb@gmail.com, https://orcid.org/0000-0002-8520-3936

BBeaeHue. CTaTba NPOAO/IKAET Cepuo Ny6aMKaLMIA NO IMHIBUCTMKE OTHOLLEHWI (fanee
R-AMHrBNCTMKA) 1 MOCBSALLEHa N3y4eHno GyHKLMOHNPOBAHMSA N0OMMYeCcKMX CBA30K C r1aro-
namu. CTatbs NpeacTaBaseT coboi NepByto YacTb 06CYXAEHNS BHYTPEHHER NOrnKK, KOTOo-
pas n3yyaeT MCMOb30BaHMe IOTNYECKNX CBA3OK BHYTPY MPeanoxeHunin. 3To ncciegosa-
Hve npeanonaraet GpopMUPOBaHME CEMAHTUYECKOM NOTUKW, T. €. NOTUKW, YYUTbIBatOLLEN
CEMAHTUVKY NpeasioXeHUA.

MeTogonormsa n NCTOMHUKU. B KauecTBe MHCTPYMEHTOB WCCEf0BaHNA UCMOMb3YHTCA
pe3yNbTaThl, NOJyYeHHble B NpeblAyLLnX YacTax cepun. Ans paspaboTkm HEOBXOANMbIX
MaTemMaTnyeckmnx NpeacTaBieHnin B 061acTy BHYTPEHHEN NOMVMKN UCMoAb3yTca chopMy-
JIMPOBaHHbIe paHee ceMaHTUYecKne NOHATUA 1 onepaumn.

PesynbTaTtbl U o6cy>kaeHme. NpoaHann3npoBaHO UCMOb30BaHME NOTUYECKNX CBA30K C
rnarosamu. NMokasaHo, YTo 3TN CBA3KM GakTUUeCKM OTHOCATCA K BHELUHE SI0rnKke, XoTa B
HEeKOTOpPbIX Clydasax TpebyeTcs KOPPEKTMPOBKA YIEHOB Npea/ioKeHNs, yYMTbIBatoLLas ce-
MaHTUKY JINHFBUCTNYECKOM Mogenn. OnpeseneHo NoHATME CeMAaHTUNYeCKOM NoACTaHOBKM
N ANA rNarosios chopMyIMpPoOBaHO M 060CHOBAHO MepBoe NPaBusIo NOACTAHOBKMU.
3aknro4veHune. OTKa3 OT TPAAMLMOHHOMO B3rNSAa Ha /IOTMKY eCTeCTBEHHOrO A3bIKa O3Ha-
yaeT 0TKa3 OT JIOFMYeCcKnX onepauuii 1 10rM4eckoro BblBOAa. 3TO MPUHYXAaeT K pacCMoT-
PEeHMI0 NOTNYecKnX onepaluii, KoTopble Tenepb YYUTbIBAtOT CEMAHTUKY, MOCKONAbKY CBS-
3aHbl CO CTPYKTYPORN IMHIBUCTUYECKOW MOAeNN. AHaNN3 GYHKLNOHNPOBAHWSA OrMYeCcKnX
CBA30K C r/1arosiaMmu NnokasblBaeT, YUTO OHW CBA3aHbI C IVHIBUCTUYECKO MOAE/bLO, YTO NMpu-
BOANT K HEOBXOANMOCTU Pa3/INUYHbIX CEMaHTUYeCKNUX TpaHCPopMaLmiA TeKCTa, Korga Takume
CBSA3KM NPUMEHSIOTCA. B UacTHOCTK, NCMONb30BaHMeE 0TNYeCcKX CBA30K MOXET MPUBOANTb
K noTepe cMblcna TekcTa. OTKas OT IOrMYecKoro BbIBOAa KOMMEHCMPYeTCs NosiBAeHeM npa-
BW CEMAHTNYeCKON NOACTaHOBKM, OAHO U3 KOTOPbIX PAacCMOTPEHO B aHHOM paboTe.

KnroueBble cnoBa: R-MMHIBNCTYKS, onepauuna npmnnucbiBaHnd, onepaTtop MHTeprnpeTtaunn, npasmio
noACTaHOBKW, CeEMaHTKKa

Ana yntunpoBaHus: Nonakos O. M. JIMHrBucTMYeckasa Mofenb AaHHbIX 4159 eCTeCTBEHHbIX A3bIKOB U
VCKYCCTBEHHOIMO nHTennekTa. Yactb 7. BHyTpeHHas noruka 1 // JUCKYPC. 2022. T. 8, Ne 1. C. 133-141.
DOI: 10.32603/2412-8562-2022-8-1-133-141.

Introduction. Thisarticle continues a series of publications devoted to the introduction to the
linguistics of relations (R-linguistics) —aformal direction in linguistics. Here we will continue the
conversation about logic within the framework of R-linguistics representations.

In [1], the problems of the approach to the logic of natural language from the point of view
of mathematical logic were considered. It was also shown that the traditional logical approach to
language has many disadvantages, so a new approach is needed, which naturally follows from the
nature of the linguistic model and language constructions. Abandoning the use of traditional logic
means abandoning the concepts of truth and falsity, and with it the rejection of traditional logical
operations and logical inference. Nevertheless, in [1] an attempt was made to formulate some
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logical representations based on the most general semantic view and natural properties of the text.
There were a so obtained some results about the conditions for the loss of text semantics. All those
manifestations of logic that are associated with the operation of attributing sentences one after
another, we call external logic, because it describes the interaction of the sentences themselves and
leaves out of sight what happens inside the sentences.

In [2], the questions of external logic were considered by examples and on this basis some
conclusions were made about the order of semantic interpretation of the text in the framework of
R-linguistics. To understand the logic that operates within sentences (internal logic), it is necessary
to consider the functioning of logical connectives (conjunctions) within sentences. To do this, we
will consider the use of connectives for verbs and nouns with adjectives. Due to the volume, this
review will have to be done in two stages. It should be noted at once that logical connectives
perform other functions in sentences besides logical functions, for example, functions of
communicative semantics [3]. This aspect of their functioning is well described and will not be
considered here. In addition, we will define some semantic substitutions that are not related to
truth, but rather to the semantic identity of phrases. These substitutions are in a sense a substitute
for logical productions.

M ethodology and sources. The results obtained in the previous parts of the series are used
as research tools. To develop the necessary mathematical representations in the field of internal
logic, the previously formulated semantic concepts and operations are used.

Results and discussion.

Logical operations with verbs.

In the previous article [2], we only touched on the question of compound sentences, when
simple sentences are combined into one with the use of conjunctions And and OR. Do logical
connectives (actions) in alanguage always mean only logical operations with language sentences?
In other words, can logical operations in a language aways be interpreted (translated) into
operations between sentences? The use of these conjunctions concerns primarily verbs, since they
are combined into some new compound verb, so in this article we will start with verbs, and in the
next we will continue for other parts of speech. In cases where other members of the sentence are
not affected by unions, such a union can simply be reduced to an attribution operation from [2]
with or without branching. For example, the sentence It rained and | stayed home” is semantically
equivalent to two consecutive sentences (“It rained. | stayed at home”). But what happens when
other members of the sentence are involved in the connection of two sentences (round and square
brackets from article [2])?

As it was shown in [2], ssmple narrative affirmative sentences ultimately get the form of
relations when interpreted in the model. If we look at relations as ordinary sets whose elements
are pairs or triples of objects, it may seem that the logical connectives“AND”, “OR” correspond
to the intersection or union of these relations, which at first glance should lead to classical logic
with a classical set-theoretic model and operations of intersection, union and complement of
relations. This, however, is not so, since verbs of different arity can be connected by logical
connectives in a sentence.

For example, in the sentence “the man was not young and in love with his neighbor on the porch”, one verb is unary

(“the man was not young”), since it describes the man’s ability to be not young, and the other is binary (“the man was
in love with his neighbor in entrance”). It is clear that classical actions cannot be performed with such relations.
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These two sentences are combined into one to show that we are talking about the same person in the MAN category.
In these sentences, the common is the universe of subjects.

But even if these relationships were in the same universe, and then the classical approach has
been called into question. In Figures aand b, respectively, show two relations of the same arity on
the same universes, as well as their spaces and co-spaces. Figures ¢ and d, respectively, show the
union and intersection of these relations, as ordinary sets, and the corresponding spaces. Figure e
shows the resulting spaces for mixing and intersecting spaces.

As can be seen from the figures, the space for relations union and the mixing space are
significantly different. The same can be said about spaces of intersection of relations and
intersection of spaces. This is due to the fact that during operations with relationships, new
relationships are obtained, in which there is no memory of the previous relationship. On the
contrary, when operating with spaces in the language, only temporary spaces are obtained, while
theinitial spacesare preserved, sincetheir categories determinethemodel. Logical operationswith
verbs are defined by the systematization space [4] with the operations of mixing (which
corresponds to the OR operation) and the intersection of spaces (which corresponds to the AND
operation) specified on it. Moreover, due to Proposition 8 [4], division is defined in this space.

Actions with linguistic spacesin logical operations with verbs

The use of several verbs connected by logical connectivesin asentence meansthat verbs have
one common universe, so actions in the systematization space are defined correctly regardless of
the arity of relations corresponding to verbs.
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In the future, we will identify the open and closed forms of the language [5], bearing in mind
that in the closed form, names are replaced by the values of signs and are usually not pronounced.
Thus, there are no formal differences between these forms. After creating a recognition system,
thereisno need to literally store the linguistic spacein the form of categorieswith an enumeration
of the contents of each category. The structure of names (feature values) itself preserves the
structure of the space, so the model actually stores structures with names (signs values) and verbal
references to other names.

As was shown in [4], due to the independence of signs, their analysis has the form of
aconjunction, so that the sequence of their analysis does not matter. They can be analyzed in
paralel. We keep here the usual way of depicting linguistic space and recognition solely for the
sake of convenience of presentation. Finally, we recall that from the definition of a sign and the
way its values are assigned, it follows that a category can have only one non-zero value for each
sign that characterizesit. Now consider the content of logical connectives with verbs.

The logical connective OR. So, mixing spaces corresponds to the operation OR with verbs of
the language. By the definition of mixing spaces, the missing intersections of the categories of the
two spaces must be added to the resulting space in addition to the categories of the original spaces.
Thismeansthat for some categories X and Y from the original spaces, when connecting verbswith
a connective OR, it is necessary to make a refinement (take the intersection) of the original
categories. The intersection of categories corresponds to the addition of signs (category names).
Thus, the newly arising category cannot be X-generator. In addition, by theorem 5 [5] in the
language space of X-generators and U-forming the same, so the characteristics for a new category
is obtained simply by union the meanings of categories signs that contains this intersection.
To recognize the new category, you can take the name of the X category and add the missing signs
values to it. In other words, for example, to the name (set of values of signs) of category X, it is
necessary to add several adjectives characterizing the missing characteristics from category Y, or
vice versa. So, during operations with verbs, new spaces are not specialy constructed in the
language. The categoriesare simply clarified online: by adding the necessary adjectives, the matter
is limited. Before proceeding to the example, let us draw the reader's attention: without the
mentioned property of Theorem 5 [5], this would be impossible! It is language, by equalizing the
generators, that opens the way to these logical representations.

Asan example, consider the phrase: “foreign workers must find work or be deported from the
country”. This sentence is based on the action of two verbs in the phrases “workers must find
work” and “immigrants will be deported out of the country”. Here there is a mixing of spaceswith
the categories of WORKERS and IMMIGRANTS in the universe of PEOPLE, so the category in
the general phrase requires clarification. We can to clarify the category of WORKERS or the
category of IMMIGRANTS. For the category of WORKERS, such a clarification is the adjective
FOREIGN. After clarification of the category of WORKERS narrowed, and the phrase acquires
afinished look. Of course, it is not aways necessary to use a apply connective OR refinements.
This follows from the definition of mixed spaces. Since spaces are mixed only on the universe of
PEOPLE, we consider action OR only on this universe. The co-spaces remain unchanged, keeping
the complements in their original meaning.
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The logical connective AND corresponds to the intersection of spaces representing verbs
connected by the connective. As follows from the definition of this operation, only the categories
that are present ssimultaneously in the intersected spaces remain in the resulting space. As aresult,
some of the categories of source spaces drop out of thelist of acceptable for use, since the sentence
losing sense. Thisissomething like the phrase: “ students died and went to work out on simulators’.

When using the connective AND, no qualifying signs are added to the sentence. As for OR,
the speaker also does not do any special actions to form a new space. He does not even need
to memorize the categories that are “out of the game” in the resulting space. This problemisagain
solved by the recognition system. The values of the parameters and signs of the recognition system
in dead students and cheerful jocks contradict each other, which is a signal that the category is
unsuitable. For example, these two categories may have different nonzero values of the same sign
(and thisisimpossible by the definition of asign), or they may not have common signs at all.

The fact that the nature of the appearance of logical connectives in the language is the
operation of attribution [1] is manifested in the fact that these connectives, in contrast to the logical
interpretation, are non-commutative. Our comic example is meaningless AND makes sense if the
verbs are rearranged, since this actually changes the order of writing simple sentences in the text,
and therefore the semantics of the text. Also, note that the sentence “ students went to exercise on
simulators’ in the semantic sense is anegation of the first sentence, since ¥ (2, “ Students died” *
“ Students went to exercise on ssimulators’) = . In other words, in order to be a negation, it is not
necessary to contain the verbal “not” in its composition. In addition, it follows that if s*s' =g,
then it is not necessarily s*s=e.

In [6], Noam Chomsky laid the foundations of the theory of generative grammars. But already
in the fifth section, he formulates problems due to which even the power of the grammar of
immediate components may not be enough to describe the syntax of a natural language. In
particular, he shows this on the example of the operation of the verbal AND. Combining sentences
with the help of the verbal AND, he discovers that sometimes the result turns out to be meaningful
(the students drank the juice and went to exercise on the ssmulators) and, therefore, grammatically
correct, and sometimesiit turns into some kind of nonsense (the students died and went to exercise
on simulators).

We will not discuss here his attempts to explain this situation. From the point of view of R-
linguistics, the essence of the matter isthat the semantic interpretation of alanguage in alinguistic
model obeys the principles of building this model, so that sometimes there is a meaning, and
sometimesitisnot. Asaresult, it turnsout that for the same grammatical rule outside the grammar
there is some information that determines the applicability of this rule. This fact in relation to
natural languages destroys the very basis of generative grammar, since, according to this theory,
all grammatical effects must be explained (generated) through the grammar itself.

We are faced here with the fundamental impossibility of applying generative grammars to
natural languages without taking into account the peculiarities of the formation of meanings. This
does not depend in any way on our resourcefulness or lack of sophistication in such matters. And
the reason for this liesin the fact that language does not exist by itself. It exists only insofar asit
can be interpreted in amodel that ssmply does not exist in formal grammars.
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The logical connective NOT does deny the very relationship between the categories, that is,
all pairs (triples) included in the Cartesian product of the subject and complement. It was defined
in the previous part of this series[1, 2] when discussing the semantics of the text.

Since, by virtue of Proposition 8 [4], there is a division operation for verbs in the
systematization space, then, at first glance, if the largest space (Boolean of the universe) is chosen
as the dividend, then the quotient, in a sense, could be considered as a candidate for negating the
divisor. However, such adefinition of negation would require the use of the entire systematization
space of verbs. At the same time, the considered connective have alocal character in the sense that
their result is determined without referring to the entire systematization space. That is why they
turn out to be applicable in the language. The verbal NOT (or NOT external logic, which is the
same), in contrast to classical logic, does not mean that within the framework of the
systematization space, instead of one verb, some other verb should be considered — its negation:
it issimply the absence of action between two categories or objects.

Verbal substitution. Let us remind that linguistic (semantic) substitution (“if..., then”) means
the following statement: “if we can say s0..., then we can say so...”. We will represent it with the
symbol =. It has nothing to do with the truth of judgments, and only outwardly resemblesalogical
syllogism. In particular, for example, the substitution A = B isnot equivalent to (1B = A, where
A and B are some sentences. This happens because linguistic verba negation means the absence
of a connection of a certain kind, which destroys the equivalence with the substitution
“by contradiction”. Substitutions are related to the correctness of language transformations in
terms of the meaning they generate. Likewise, linguistic identity (<) means: “say so ... also what
to say so ...”. ldentical expressions can be substituted one for the other, since they have an
unconditional identical meaning, and not truth. In addition, linguistic identity is expressed through
two linguistic substitutions in one direction and the other (by definition of linguistic identity).
From the point of view of [2] for the semantics of single sentences, linguistic syllogism means that
the set of pairs (“triplets’ for ternary verbs) described by one phrase belongs to the set of pairs
(triplets) described by another phrase.

Verbal Substitution Rule 1 looks likethis:

If the space and co-space of verb 1 is less than the space and co-space of verb 2, then any
meaningful sentence with verb 1 has the same meaning as a sentence with verb 2.

In other words, if P1isthe space of the verb Si1, and P2 isthe space of theverb S, and P1 < P2,
then for any categories X, Y from U and V, respectively, we have XS1Y = XSY. Indeed, by
the definition of rule 1, if the category X belongs to the space P1, then X € P2. The same for Y.
Thus, if XxY € S, then XxY € S

For example, the verb ITPUCTPANBATG islessthan the verb CTPOUTD, since any category
in the space of the verb ITIPUCTPANBATG isincluded in the space of the verb CTPOUTD. Thus,
the phrases “paboune mpuctpauBator Bepanay” and “paboune cTpost Bepanay” have the same
meaning. In other words, if we can say “paGoune mpuctpauBatoT Bepanay”, then we can say
“paboune ctpost Bepanay”. Conversely, if we can say “paboune cTposrt Bepanmy”, then we can
say “paboune mpuctpanBaroT Bepanay’ provided that the categories “paboune” and “Bepanma”
make sense in the space and co-space of the verb ITPUCTPANBATD.
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Conclusion. So, we looked at various options for using logical connectives for verbs and the
first verbal semantic substitution. Logical connectives for verbs refer to external logic, which
means that these connectives describe the order of attribution and its interpretation. At the same
time, as we have seen, the appearance of these bundles within sentences may require some
modifications of the sentence members following from the essence of the linguistic model, and
even lead to the loss of meaning. We will look at the reasons why logical connectives are carried
inside sentences in the next article. In addition, we introduced the first rule of semantic
substitution, which allows you to transform text without breaking semantics.
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HNudopmanus 006 aBTope.

ITonakoe Onez Mapamosuu — xaunuaar texuundecknx Hayk (1982), nouent xadenpsl uH-
(OpMaIMOHHBIX TEXHOJIOTHIA npeanpruHuMarenbcTBa CankT-IleTepOyprckoro rocyapcTBEHHOTO
VHUBEPCUTETA adPOKOCMHUYECKOTO TpubopocTpoeHus, yia. bompmas Mopckas, a. 67, iutr. A,
Canxr-IlerepOypr, 190000, Poccusi. ABrop 6onee 35 Hayuynbix myonukanuii. Chepa HayIHBIX HH-
TEPECOB. JMHIBUCTHKA, UCKYCCTBEHHBIN MHTEJUICKT, MaTeMaTuka, TEOpHs MPOCKTUpOBaHHS 0a3
JaHHBIX, humocodus.

O KoH@AUKmMe uHmMepecos, C8A3AHHOM € OOHHOU hybaukayuell, He c00bU{an0Ch.
Mocmynuna 07.01.2021; npuHAama nocie peyeHauposaHusa 19.02.2021; ony6auko8aHa oHAAUH 24.02.2022.
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