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Introduction. The article continues a series of publications on the linguistics of the
relationship (hereafter R-linguistics) and is concerned with the semantic interpretation in
terms of the linguistic model that is the initial stage to consider the logic of natural
language (external logic).

Methodology and sources. The results obtained in the previous parts of the series are
used as research tools. In particular, the verbal categorization method is used to represent
concepts and verbs. To develop the necessary mathematical representations in the field of
logic and semantics of natural language, the previously formulated concept of the
interpretation operator is used. The interpretation operator maps the sentences of the
language into the model, taking into account the previously interpreted sentences.

Results and discussion. The problems that arise during the operation of the natural
language interpretation operator are analyzed using examples of text translation and
utterance algebra. The source of problems is the dependence of the interpretation of
sentences on the already accumulated results of interpretation. The features of the
interpretation of negation and double negation in the language are analyzed. In particular,
the negation of a sentence affects the interpretation of previous sentences, and double
negation usually denotes a single negation with an indication of its scope. It is shown that
even from the point of view of classical logic, linguistic negation is not unconditional, and
the operation of concatenation is not commutative and associative. General rules of text
interpretation in the form of step-by-step mapping of sentence elements into a linguistic
model are formulated.

Conlcusion. From the considered examples of the implementation of the interpretation
operator, it follows that the negation of a sentence requires a change in the meaning of
the operation of attributing sentences in the text. For this reason, the negative particle
"not” in the language is actually a label for changing the interpretation rule. The double
negation rule in sentence logic does not hold, so sentences containing double negations
are likely to contain information about the scope of the sentence negation in the text.
Based on the analysis, the contours of the interpretation operator for the linguistic model
are indicated.
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JInHrencTnyeckas Mmogenb AaHHbIX ANA eCTeCTBEHHbIX A3bIKOB
M NCKYCCTBEHHOIo HTenneKTta. Hactb 6. BHellHAA formka
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CaHkm-lTemepbypackuli 20cydapcmeaeHHsbil yHUsepcumem
a3poKOCMUYecKo20 npubopocmpoeHus, CaHkm-llemepbype, Poccus

Mroad.dust.spb@gmail.com

BBepaeHue. CTaTbs NPOAO/IXKAET Ceputo Ny6anKaLMiA Mo INHIBUCTMKE OTHOLLEHWUI (ganee
R-IMHIBUCTMKA) N MOCBsILLLEHA BOMPOCAM CEMAHTUYEeCKOW WHTeprnpeTauun B pamkax
NVIHFBUCTUYECKO MOZeNN, UTO SBASeTCs NepBOHAaYasbHbIM 3TarnoM K PacCMOTPEHUHD
€CTECTBEHHO NOMVKN A3blKa (BHELLIHEN NOTUKW).

MeTogo0norna n NCTOYHUKU. B KayecTBe MHCTPYMEHTOB WCC/IEA0BaHUS UCMOMb3YHOTCA
pe3ynbTaTbl, MONYUYEHHbIE B MPeAbIAYLNX YaCcTaxX cepuun. B yacTHOCTW, Ana npescTasne-
HWS MOHATUIA N TNaronoB NPUMeHSIeTCs rarobHbIA cnocob kateropmsauuun. [ns paspa-
60TKM HEOBXOANMbBIX MaTeMaTUYeckKUX NMpeaCTaBNeHW B 061aCTU NOTUKN U CEMAHTUKN
eCTeCTBEHHOrO fA3blka NCNob3yeTcs chOpMyNMpPOBaHHOE paHee MOHATME onepaTopa UH-
TeprnpeTaumm. OnepaTop MHTepNpeTaLun oTobpaxaeT NPeAoXeHUs A3blka B MOAENb C
y4yeTOM paHee MHTEePNPEeTUPOBAHHLIX MPeASIOKEHNIA.

PesynbTaTtbl U 06cy>kaeHume. Ha nprmMepax nepesoja TekcTa 1 anrebpbl BbiCKasbliBaHW
npoaHann3npoBaHbl NpPobJiemMbl, KOTOpPble BO3HMKAOT NMpy paboTe onepaTtopa nUHTeprpe-
TaLUWUW ecTeCTBEHHOrO s3blka. VICTOUHVKOM NpobaemM siBASETCS 3aBUCMMOCTb UHTEpNpeTa-
UM NPeASIOXEHNA OT y)Ke HaKOMMNEHHbIX Pe3y/bTaToB MHTepnpeTauun. NpoaHanusmpo-
BaHbl 0COBEHHOCTY MHTepNpeTaLny OTPULAHUS U 4BOVNHOIO OTPULAHUA B si3blke. B vacT-
HOCTM, OTpULIAHME NPeaIoXeHNs OKa3biBaeT BAUSHME HA WHTEPMPeTaLMo NpeaLecTBy-
FOLLMX MPEeANOXeHVA, a ABOHOE OTpuUaHKMe, Kak npasuao, obo3HayaeT oANHOYHOE OT-
puyLaHne c ykasaHneM 0bnactu ero encteus. MokasaHo, UTo Aaxe C TOUKW 3peHuns Knac-
CUYECKORN NIOrNKKN A3bIKOBOE OTPULIaHNE He ABseTcst 6e3yC/IoBHbIM, a ornepaLust KoHKaTe-
HauMn (MPUNNCBIBAHUS) He SIBASIeTC KOMMYTATMBHOM 1 accoumaTusHoi. Chopmynmpo-
BaHbl 06LLMe NpaBuia MHTePNpeTaLnn TEKCTa B BUZE MOLLIAroBOro 0TObpaXxeHUs afemMeH-
TOB NPEeANOXEHUS B IMHIBUCTUNYECKYH MOAEb.

3akitoueHume. /3 paccMOTpeHHbIX NMPYMEpPOB peanusauumn onepaTopa MHTeprpeTauum
C/leflyeT, UTo OTpULIaHME NPeASIOKEHNS TpebyeT N3MEHEHUS CMbIC/1a OnepaLn NPUNMChI-
BaHWS NMpeanoxXeHUin B TekcTe. Mo 3Tol NpuunHe oTpuLaTeNibHas YacTuLa «He» B si3blKe
bakTyeckn ABnsSeTcss MeTKON N3MeHeHWs npaBuia nHTepnpetauuun. Mpasuao A4BONHOIO
OTPULAHUSA B JIOTUKE MPeAJ/IoXeHU He BbIMOAHAETCS, MO3TOMY MPeAnoXeHus, coaepxa-
e ABOWMHbIE OTPULLAHNSA, CKOpee BCero, cogepxaT MHGOopMaLmio 06 obractn fencTeums
OTPULAHUSA NPEeAIOXeHs B TekcTe. Ha 0CHOBe NpoBeAeHHOro aHanmsa o603HadeHbl KOH-
Typbl onepaTopa MHTepnpeTaunmn Anst TMHIBUCTMYECKO Mogenu.

KnioueBble cnoBa: R-IMHIBUCTKKA, onepauna  npunucelBaHnd, onepatop WHTeEpnpeTaunn,
ceMaHTuKa.
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Introduction. The questions discussed in the previous article [1] are not just philosophical
questions, although there the semantic model is extremely general. This, as stated, means that the
postscript to the text s (the postscript of the negation of the sentence s) formally affects not only
the sentence s nearest to the left, but also the sentences preceding the sentence s. In the following
two examples, we will consider how the results described above are implemented in specific
situations.

Methodology and sources. The results obtained in the previous parts of the series are used
as research tools. In particular, the verbal categorization method is used to represent concepts
and verbs. To develop the necessary mathematical representations in the field of logic and
semantics of natural language, the previously formulated concept of the interpretation operator is
used. The interpretation operator maps the sentences of the language into the model, taking into
account the previously interpreted sentences.

Results and discussion. The first example is related to the translation of tests. So, let P1 and
P2 be sets of sentences of two languages and the text composed of sentences of the set Pi is
translated into the text composed of sentences of the set P2. The semantics of the text 7 in the first
language means its translation s in the second language. For example, the semantics of the
English text in this case is the Russian text obtained as a result of translation. Translation
(interpretation of the English text in Russian) is carried out as follows: first, the first sentence of
the text t1 is translated and the translation of this sentence s1 is obtained. The second sentence t2
is translated into sentence s2, taking into account the already received sentence si, and so on. In
order to fully fit into the semantic model described in [1], it is necessary to make two
assumptions about the translation. First, an empty sentence of the first language is translated into
an empty sentence of the second language, regardless of what translation has already been
received. Secondly, either two identical, consecutive sentences in the first language are translated
one sentence regardless already received a translation (though translation itself is, of course,
depends on the already obtained translation), or they can be two sentences, but then we believed
hypothesis idempotency applies to the second language.

It is easy to see that the described method of translation exactly corresponds to the model of
interpretation described earlier and, therefore, the results of the previous subsection are valid for
it. In particular, for example, the translation of a sentence and the negation that follows it must
depend on the text that has already been translated, otherwise such a translation may lose its
meaning. This provision is important for understanding the features of the semantics of
simultaneous translation: a simultaneous translator must remember the already translated text
and make the current translation taking into account the already translated text, otherwise he
risks destroying the semantics of the translation.

The second example is related to the logic of statements. In logic, the operations of
disjunction and conjunction are associative, and negation is unconditional. Does this mean that
logic has not only formalized logical operations between language sentences, separating them
from meaning, but it has also rendered meaningless any natural language to which it applies?
This question ended the previous article in the series and now it’s time to answer it.

As you know, in expert systems, the text is divided into separate sentences, and this set of
sentences is the basis for subsequent output. This is done because they assume the operation of
attributing an identical conjunction (that is, not just associative, but even commutative). All the
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denials in expert systems are considered to be unconditional. And yet, contrary to Theorem 1 [1],
logic has a model in the form of set theory and, therefore, has a set-theoretic semantics. What’s
the matter? What is the difference between semantic and logical approaches to text?

To begin with, we note that when we talk about external logic, we mean the logic of actions
with the text sentences themselves. At the same time, logical connectives are often found inside
sentences, but we will not consider logical operations inside sentences now, but only outside
them. We will postpone the consideration of logic within sentences until the next article.

For simplicity, consider suggestions about the possession of an object by some property.
Each such sentence is represented by a predicate P(x) (literal), which takes the value TRUE on
those objects x that have the property P(x). Thus, each such predicate defines a set of Ap objects
that have the property P(x).

The logical approach to the text from the standpoint of truth makes us consider the text as a
conjunction of sentences, where sentences are considered as literals. Thus, the truth of the text is
represented as a conjunction of the truth values of sentences. Since the conjunction corresponds
to the intersection of the sets of Ap, then with each sentence the result of the intersection (the
truth area of the text) decreases.

However, our semantic experience says that in the process of reading a text, the “amount” of
meaning increases. For example, one sentence in a book makes less sense than the whole book.
So, contrary to the logical view, in this logical example, we will look at the attribution operation
as a disjunction of literals P(x), which corresponds to the union of sets Ap. An empty sentence
corresponds to the property Ps, which defines an empty set.

When we look at the text from a semantic point of view, we have in mind the following
situation. Someone says to us: “Please write down such information: ...” We are not required to
verify the truth of the text, and in this sense, the logical and semantic approaches are opposed to
each other. In the semantic approach, we are required to interpret, because truth analysis is a
matter of matching the received semantics and the model of the world. For example, owned by
Bertrand Russell [2] the dilemma “the current king of France is bald” is quite normally
interpreted. Another thing is that in the model of the world of a modern European, the current
France does not have a king. However, there are many people in the world with a model of the
world that does not respond to Russell’s sly look.

Disjunction as an attribution operation satisfies two introduced axioms of the language. In
fact, for any P(x) we have P(x)VPs(x) = P(x) and P(x)VP(x) = P(x), and these equalities, due to
the associativity of the disjunction, are fulfilled for any previous disjunction of literals (that is,
they are unconditional).

Now note that no disjunction can transform the non-empty set Ap of the predicate P(x) into
an empty set. This means that we cannot define semantic negation in terms of disjunction. We
can only define the attribution of negation as the conjunction P(x)&[1P(x) (the intersection of Ap
and [1Ap), and more precisely, as the second operand, we can take any set belonging to [1Ap. As
follows from Theorem 1 [1], such a negation cannot be an unconditional right negation, since
then, for example, Ps(x) = P(x)&[1P(x) = P(X)VP(X)&[1P(x) = P(x). Thus, if Q(x) is some
disjunction of literals, then the negation of the last literal is (Q(x)VP(x)))&[P(x) =
= (QX)&Px))V(P(x)&[1P(x)) = Q(x)&[IP(x). In this situation, since Q(x) can be any, it is
necessary to choose as a negation the maximum subset of the set [1 Ay, that is, (A itself.
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So, the need to circumvent Theorem 1 [1] in connection with the associativity of disjunction
leads to the need to replace the chosen attribution operation, which was a disjunction, with
another operation, and so that this operation affects the previous result of combining sets
(accumulated semantics), which removes the question of the unconditionality of negation. Note
that Q(x)*P(x)*[1P(x) = Q(x)&[1P(x)#Q(x)&P(x) = Q(x)*/P(x)*P(x). In other words, the literal
and its negation cannot be swapped (not commutativity).

The considered example from the point of view of semantics denotes a number of problems.

1. From the logical or set-theoretic point of view, the predicate [1P(x) and its corresponding
set are no different from other similar predicates and sets. However, to determine [1P(x), you
need to know the entire area of change of x (universe U). This is not always known. Therefore,
the set corresponding to Q(x)N[P(x) must be considered as the difference between the sets Aq
and Ap. In this case Arp= U-Ap and for Q(x)*[1([/P(x)) we get Q(x)*I([1P(x)) = Q(xX)—(U(x)—
P(x)) =
= Q(x)&P(x) # Q(x)VP(x) = Q(x)*P(x), so there is no double negation in the semantic sense.

2. Since the occurrence of a negative sentence in the text leads to a change in the way of
interpretation (to the transition from disjunction to difference), there is a need to somehow mark
(highlight) negative sentences. In other words, positive and negative sentences and
corresponding literals are not equivalent, and the logical system loses its symmetric character. In
Russian, such a label is the particle “not”. Apparently, any language that has a developed logical
structure must have a “negativity” label for the sentence. This label is not needed to indicate a
connection with a positive sentence that formed a negative one. This label has not an illustrative,
but a fundamental semantic character, since when it appears, the way the meaning is formed
changes.

3. So, when a negative literal appears, it is necessary to remove from the sets corresponding
to the preceding literals the elements belonging to the set from which the negation is formed. Do
I need to do this with subsequent text literals? If yes, how long and for what? For example, if as
a result of negating the literal “x-round”, the object “ball” is removed from the previous sets,
then is it necessary to react somehow to the appearance of this object in subsequent sets? Maybe
if this conflict occurs, you should ask a question at the end of the paragraph: “You said that the
ball should not be included in the semantics of the text, because it is round?”” This will allow you
to adjust the semantic result. Apparently, double negations in sentences serve as an indication of
the method of action when such a collision occurs. For example, the sentence “I will never love
you” “not” in the verb simply negates the binary relationship of love between objects A and B.
But it is reinforced by the word “never”. Most likely, this means that checking the absence of
such a connection should be done not only in subsequent sentences of this text, but also in the
models of the world of objects a and b, in order to check any text for the absence of the pair “a
loves b”.

4. Finally, it is important to understand what part of the formulas of the algebra of
statements can be expressed by texts with the structure described above, taking into account the
action of certain reinforcing negatives.

Let’s go back to the language and texts. Let t = si*...*sn be some text. Denote by s =
= si*...*si+j some part of the text, then t =s1*...* si1*s¥sit1*... %sn = s1%...% si*... #sitj*.. . *sn. In
essence, s is several sentences of the text t, highlighted because they form a compound sentence
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using the conjunction (union) “and”. This can be denoted by parentheses t = si*...*
(si*...*sij)*...*sn. These parentheses do not indicate a change in the order of actions, but are
simply a sign that a certain part of the sentences is combined into one. At the same time, it is
generally impossible to rearrange sentences inside parentheses. Let’s say (“it rained and I stayed
home”) # (“I stayed home and it rained”).

Similarly, we will introduce square brackets into the text, which will mean splitting the text
into several branches, depending on the number of sentences in square brackets. Highlighting
with square brackets means that the sentences covered by these brackets form one complex
sentence using the conjunction (union) “OR”. For example, s1*[s2*s3]*s4 means that after the
sentence si, the text is split into two chains: s1*s2*s4 and s1*s3*s4. In other words, we use square
brackets to indicate that two strings of sentences are actually interpreted. The appearance of
square brackets causes the interpretation process to branch, so that over time it may require
significant resources. That is why when discussing the concept of a paragraph in the previous
article, it was noted that it is important to find out the reasons for the completion of a paragraph,
since most likely the branching of the interpretation should be completed within the paragraph.

The entered parentheses do not yet carry any logical load: this is only an element of
technology in writing texts, which we will need in the future. We will also not consider other
conjunctions of compound sentences here, because, first, we are interested in the logical
component of texts, and, secondly, other conjunctions are usually reduced to the conjunctions
“AND” and “OR” with the addition of some semantic coloring, which is not yet interested in us.

Before we formulate general semantic interpretation rules for the linguistic data model, we
will prove one simple fact about the relationship between the linguistic model and its source
data. Let be a space and a co-space together with a verb and a co-verb. Is it possible to restore
the original relation S from this information? We define S’ as follows: xS’y if and only if there
are categories X and Y such that X* =Y, x € X, y € Y. In other words, S’ is obtained by
combining Cartesian products of categories that are connected by a verb.

Theorem 1. S=S’.

Proof.

Let xSy. Then y € x® and x € X7, and x*V x and x* are connected by the verb, and, therefore,
xS’y. Conversely, let xS’y, then there are categories X and Y such that x € X, y € Y, and X*=Y.
Since y € Nex x*, then xSy.

It would seem that not all categories can be used to restore S, but only N-generators (or
> -generators). Unfortunately, this is not the case. The problem is that the generators are defined
to reconstruct the linguistic space, not the relation. In particular, ) -generators may not even
cover all the elements included in the relation (all kinds). This, however, does not apply to
U-generators.

Investigation. The relation S can be restored only by using U-generators spaces and
N-generators co-spaces, with the addition of some additional categories to the latter.

Proof.

For the proof, as in theorem 1, the categories x*V and x* are used. It remains only to recall
that, according to proposition 20 [3], the categories x“V and only they are U-generators. In this
case, some co-categories of x* may not be N-generators.
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In conclusion of this article, taking into account theorem 1 and the considered example with
logic, we formulate some ideas about the semantics of the text of narrative sentences from the
point of view of R-linguistics.

1. If a proper name occurs in the text of a sentence for which there is a specific image (a
tuple of features), then this tuple (or a reference to it) is stored in the RAM of meanings in the
model.

2. If a category occurs in the text, then it corresponds to a link to the pattern recognition
algorithm of this category in RAM. This means that we can determine the composition of
features (parameters) and the set of their values for a given category, as well as restore the set of
tuples from the values of features (parameters) that correspond to the category. If the text uses
the plural (for example, “trees”), then the reference means that it refers to any tuples that will
result in recognition of this category. If we are talking about a single object, then the reference
means that this object must be identified (recognized) in this category (belong to this category).
Using the values of features and parameters, from the identification algorithm (recognition) and
tuples of individual objects for this category, you can create an image of the object. It will
contain general features from the identification algorithm (recognition) and specific features,
supplemented with parameters from the images of literal memorization. For example, the image
of the “tree” should contain features that correspond to the identification (recognition) algorithm.
The image of a particular tree can be obtained by adding to the “general image” the missing
parameters from the literal images of trees stored in our memory. As a result, one person will
have the image of a birch, and the other — an oak.

A category can have several identification algorithms. For example, the category “president”
has a different identification algorithm in different countries, described in the constitution or in
the regulations (for example, the president of the chess federation). These algorithms have
common properties. It is on them that a link is obtained by the name of “president”. In other
words, we get a shortened tuple of properties. If in the text we meet the category “president of
Russia”, then here the reference is already given to one algorithm.

3. Variables should get values whenever possible. In the text, variables are usually used for
the categories specified in the preceding sentences. For example, when you encounter the
variable “I” in the text of this book, you do not hesitate to replace it with the category “author”.
However, there are cases when a variable cannot be assigned a value. One of these cases will be
discussed in the next article.

4. If two categories are connected by a verb in some affirmative sentence, then the
categories connected by this verb are stored in RAM, and a reference is given in the model to the
verb, which is represented by a generator of trajectories of properties modified by this verb. The
noun and complement must have properties that are affected by the verb. If the verb is ternary,
then it connects three categories. If there are several indirect additions in the sentence, they are
also connected to this verb reference. In any case, using tuples of categories, a relation can
eventually be constructed that has a verb name (Theorem 1). The circumstances in the sentence
usually correct the operation of the trajectory generators.

5. For negative sentences, everything is the same as for affirmative sentences, with the only
difference that the tuples of negative sentences are removed from the tuples of the preceding
affirmative sentences.
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We have sketched only the outlines of the formation of the semantics of the text within the
framework of the linguistic model. There are certainly thousands of subtleties here, but we will
not consider them yet, since a separate large work should be devoted to this. The purpose of this
article is to give only a general idea at the level of language sentences. Now we leave the
sentence level, because our main task will be to understand what is happening inside the
sentences. This is what we will do in the next article in the series.
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